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A TEST OF GOODNESS OF FIT

T. W. Anderson and D. A. Darling*

Columbia University and University of Michigan

Some (large sample) significance points are tabulated for a distribution-free test of goodness of fit which was introduced earlier by the authors. The test, which uses the actual observations without grouping, is sensitive to discrepancies at the tails of the distribution rather than near the median. An illustration is given, using a numerical example used previously by Birnbaum in illustrating the Kolmogorov test.

1. THE PROCEDURE

The problem of statistical inference considered here is to test the hypothesis that a sample has been drawn from a population with a specified continuous cumulative distribution function \( F(x) \). For example, the population may be specified by the hypothesis to be normal with mean 1 and variance \( \frac{1}{3} \); the corresponding cumulative distribution function is

\[
F(x) = \sqrt{\frac{3}{\pi}} \int_{-\infty}^{x} e^{-3(y-1)^2} dy.
\]

In practice the procedure really tests the hypothesis that the sample has been drawn from a population with a completely specified density function, since the cumulative distribution function is simply the integral of the density.

The test procedure we have proposed earlier [1] is the following: Let \( x_1 \leq x_2 \leq \cdots \leq x_n \) be the \( n \) observations in the sample in order, and let \( u_i = F(x_i) \). Then compute

\[
W_n^2 = -n - \frac{1}{n} \sum_{j=1}^{n} (2j - 1) [\log u_j + \log (1 - u_{n-j+1})]
\]

where the logarithms are the natural logarithms. If this number is too large, the hypothesis is to be rejected.

This procedure may be used if one wishes to reject the hypothesis whenever the true distribution differs materially from the hypothetical and especially when it differs in the tails.

Significance points for \( W_n^2 \) are not available for small sample sizes. The asymptotic significance points are given below:


The authors wish to acknowledge the assistance of Vernon Johns in the computations.
2. A NUMERICAL ILLUSTRATION

Birnbaum [2] has considered a sample of 40 observations and applied the Kolmogorov statistic to test the hypothesis that the population from which the data came was normal with mean 1 and standard deviation \(1/\sqrt{6}\). By this test he found the data were consistent with the hypothesis. We have analyzed the same data using (2), obtaining \(W_n^2 = 1.158\) which is well below the 10 per cent significance point, and we do not reject the hypothesis.

The computation sheet for this calculation had the following columns: 
\(x_j, \sqrt{6}(x_j-1), u_j = F(x_j), 1-u_{n-j+1}, \log u_j, \log (1-u_{n-j+1})\) and \(-[\log u_j + \log (1-u_{n-j+1})]\). The operation \(u_j = F(x_j)\) is simply finding the probability to the left of \(\sqrt{6}(x_j-1)\) according to the standard normal distribution.

Another test procedure uses the Cramer-von Mises \(\omega^2\) criterion given by

\[
(3) \quad n\omega^2 = \frac{1}{12n} + \sum_{j=1}^{n} \left( u_j - \frac{2j-1}{2n} \right)^2.
\]

The asymptotic distribution of this statistic is given in [1]. For Birnbaum's data we obtain \(n\omega^2 = .1789\), which is also well below the 10 per cent asymptotic significance point of .3473.

In these two examples we have used the asymptotic percentage points instead of the actual ones based on finite sample size. Empirical study suggests that the asymptotic value is reached very rapidly, and it appears safe to use the asymptotic value for a sample size as large as 40.

Application to the same data of the usual \(\chi^2\) criterion of K. Pearson, using 8 categories each with expected frequency 5, shows that \(\chi^2 = 6.4\) which with 7 degrees of freedom is not significant at the 10 per cent level.

3. DERIVATION OF THE CRITERION

Several test procedures are based on comparing the specified cumulative distribution function \(F(x)\) with its sample analogue, the empirical cumulative distribution function.
\[ F_n(x) = \frac{\text{no. of } x_i \leq x}{n} \]

The present writers suggested [1] the use of the criterion

\[
W_n^2 = n \int_{-\infty}^{\infty} [F_n(x) - F(x)]^2 \psi(F(x)) dF(x)
\]

where \(\psi(u)\) is some nonnegative weight function chosen by the experimenter to accentuate the values of \(F_n(x) - F(x)\) where the test is desired to have sensitivity. The hypothesis is to be rejected if \(W_n^2\) is sufficiently large. When \(\psi(u) = 1\) this criterion is \(n\) times the \(\omega^2\) criterion.

The criterion \(W_n^2\) is an average of the squared discrepancy \([F_n(x) - F(x)]^2\), weighted by \(\psi[F(x)]\) and the increase in \(F(x)\) (and the normalization \(n\)). If one wishes the test to have good power against alternatives in which \(H(x)\), the true distribution, and \(F(x)\) disagree near the tails of \(F(x)\), and to this end is willing to sacrifice power against alternatives in which \(H(x)\) and \(F(x)\) disagree near the median of \(F(x)\), it seems that one ought to choose \(\psi(u)\) to be large for \(u\) near 0 and 1, and small near \(u = \frac{1}{2}\). Even if the alternative hypotheses are closely delineated, however, it appears difficult to find an “optimum” weight function \(\psi(u)\). For a discussion of the general nature of power of distribution-free tests, see, for example, Birnbaum [3] and Lehmann [4].

For a given value of \(x\), \(F_n(x)\) is a binomial variable; it is distributed in the same way as the proportion of successes in \(n\) trials, where the probability of success is \(H(x).\) Thus, \(E[F_n(x)] = H(x)\) and

\[
nE[F_n(x) - F(x)]^2 = nE[F_n(x) - H(x)]^2 + n[F(x) - H(x)]^2
\]

\[
= H(x)[1 - H(x)] + n[F(x) - H(x)]^2.
\]

Under the null hypothesis \((H(x) = F(x))\), the variance is \(F(x)[1 - F(x)]\). In a sense, we would equalize the sampling error over the entire range of \(x\) by weighting the deviation by the reciprocal of the standard deviation under the null hypothesis, that is, by using

\[
\psi(u) = \frac{1}{u(1 - u)}
\]

as a weight function. This function has the effect of weighting the tails heavily since this function is large near \(u = 0\) and \(u = 1\). It is this weight function (6) which we treat in the present note.

Formula (2) is obtained by writing (4) as
\[
\frac{1}{n} W_n^2 = \int_{-\infty}^{\infty} \frac{[F_n(x) - F(x)]^2}{F(x)[1 - F(x)]} \, dF(x)
\]

\[
= \int_{-\infty}^{z_1} \frac{F^2(x)}{F(x)[1 - F(x)]} \, dF(x) + \int_{z_1}^{z_2} \frac{[F_n(x) - F(x)]^2}{F_n(x)[1 - F(x)]} \, dF(x)
\]

\[+ \cdots + \int_{z_n}^{\infty} \frac{[1 - F(x)]^2}{F(x)[1 - F(x)]} \, dF(x),
\]

and letting \( F(x) = u(dF(x) = du) \). Straightforward integration and collection of terms gives (2). The formula (2.5) in [1] cannot be used directly here, for that formula requires that \( \int_0^1 \psi(u)du < \infty \), which is not true of (6).

4. COMPUTATION OF THE ASYMPTOTIC SIGNIFICANCE POINTS

It was proved in [1] that the limiting characteristic function of \( W_n^2 \) defined in either (2) or (4) is

\[
\phi(t) = \lim_{n \to \infty} E(e^{itW_n^2}) = \sqrt{-\frac{2\pi it}{\cos(\frac{\pi}{2}\sqrt{1 + 8it})}}
\]

and that the inversion of this characteristic function gave for the limiting cumulative distribution of \( W_n^2 \) the expression

\[
\frac{\sqrt{2}}{z} \sum_{j=0}^{\infty} \frac{(-1)^j \Gamma(j + \frac{1}{2})(4j + 1)}{j!} e^{-[(4j+1)^2\pi^2]/(8\zeta)}
\]

\[
\cdot \int_0^{\infty} e^{\pm[(8\zeta^{2+1}) - [(4j+1)^2\pi^2\zeta^2]]} \cdot dw.
\]

The terms of this series alternate in sign and the \((j+1)\)st term is less than the \(j\)th term, \( j \geq 1 \); thus the error involved in using only \(j\) terms of this series is less than the \((j+1)\)st term for \( j \geq 0 \). By using the fact that \( e^{\pm [(8\zeta^{2+1})]} \leq e^{\pm 8} \), one can easily verify that to compute the probabilities correctly to four decimal places, one needs only the 0-th term for the first two significance points and the 0-th and 1-st terms for the third significance point. The laborious part of the computation is the evaluation of the integral. Let \([(4j+1)^2/2\sqrt{2})]w = y \); then the integrand is \( f(y)e^{-2y^2} \). The \(y\)-axis was divided into intervals according to the integral \( e^{-2y^2} \) and numerical integration was performed.
The moments of the asymptotic distribution are fairly easy to obtain from formulas given in [1]. The first two are

\[ \lim_{n \to \infty} E(W_n^2) = E(W_\infty^2) = \sum_{j=1}^{\infty} \frac{1}{j(j+1)} = 1, \]

\[ \lim_{n \to \infty} \text{Var}(W_n^2) = 2 \sum_{j=1}^{\infty} \frac{1}{j^2(j+1)^2} = \frac{2}{3} \left( \pi^2 - 9 \right) \sim 0.57974. \]

The asymptotic significance points are computed to assure the probabilities (significance levels) to be correct to four decimal places.
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